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1 Title
Non-IID Learning of Complex Data and Behaviors.

2 Brief Summary: A two-sentence description
of the tutorial

Non-IID learning of complex data and behaviors refers to the
methodologies, algorithms and practical tools for represent-
ing, modeling, analyzing and understanding non-IID (not in-
dependent and identically distributed, also non-i.i.d.) data
through representing, learning and synthesizing the intrin-
sic heterogeneities and coupling relationships (non-IIDness
for short). This tutorial introduces the methodologies on the
representation of non-IIDness of complex data and behav-
iors and presents the state-of-the-art representation, statisti-
cal learning, metric learning, and similarity learning theories
and task-oriented learning algorithms by incorporating non-
IIDness into a variety of learning problems, including clas-
sification, clustering, ensemble clustering, outlier detection,
feature selection, recommender systems, and text mining.

3 Abstract: A two-paragraph description of
the tutorial

Learning of complex data and behaviors is increasingly be-
coming a major challenge and opportunity for big business
and innovative learning theories and tools. Some of the most
critical challenges of learning of complex data and behaviors
are the uncovering of the explicit and implicit coupling rela-
tionships embedded in mixed heterogeneous data from sin-
gle/multiple sources. The couplings and heterogeneities of
the non-IIDness aspects form the essence of complex data
and behaviors and most real-world applications, namely the
data is non-IID.

Most of classic theoretical systems and tools in statistics,
data mining, database, knowledge management and machine
learning assume the independence and identical distribution
of underlying objects, features and values. Such theories
and tools may lead to misleading or incorrect understand-
ing of real-life data complexities. Non-IID learning of com-
plex data and behaviors is a foundational theoretical problem
in AI and data science, which considers the couplings and
heterogeneities between entities, properties, interactions and

contexts. In this tutorial, we present a comprehensive tuto-
rial of the non-IID learning. We begin with the limitation
of IID learning in handling complex data and behaviors and
introduce abstract learning model and representation for non-
IID learning, and then present frameworks and algorithms for
non-IID metric learning, classification, clustering, ensemble
clustering, outlier detection, feature selection, recommender
systems, and text mining, and finally discuss open challenges
and prospects.

4 Proposed Length
The proposed length of the tutorial is 1/2 day (two 1h 45mins
slots).

5 Outline: A detailed, point-form outline of
the tutorial

The tutorial includes the following contents:

• The main challenges in complex data and behaviors: a
brief introduction of complex data and behaviors and the
essential theoretical challenges in learning complex data
and behaviors;

• What is IID learning: summarize the classic IID learn-
ing theories by several examples such as clustering and
recommender system theories;

• Limitations of IID learning: summarize the main limita-
tions of the classic IID learning methods, and introduce
why they do not work well in handling complex data and
behaviors;

• Related work of non-IID learning: introduce the related
work of non-IID learning to address the gaps and is-
sues in classic IID and non-IID data learning theories
and models;

• Non-IID characteristics and nature: discuss the charac-
teristics of non-IID data, especially the coupling rela-
tionships and heterogeneity in complex data and behav-
iors;

• Abstract non-IID learning model and representation:
discuss an abstract representation model of non-IIDness
by involving the heterogeneity and couplings between
entities, properties, contexts and interactions etc.;



• Non-IID clustering: new similarity metrics, algorithms
and case studies will be presented to introduce non-
IIDness into clustering;

• Non-IID ensemble clustering: new similarity metrics,
algorithms and case studies will be presented to cater
for non-IIDness in ensemble clustering;

• Non-IID outlier detection: new methods will be intro-
duced to incorporate non-IIDness into outlier detection
and outlying feature selection;

• Non-IID classification: similarity metrics and algo-
rithms will be introduced to incorporate non-IIDness
into classification;

• Non-IID recommender systems: non-IID recommender
systems including the framework, algorithms and exper-
iments will be introduced;

• Term coupling-based document analysis: similarity met-
rics, algorithms and case study of incorporating non-IID
learning into document analysis will be discussed;

• Hierarchical structure and couplings in non-IID learn-
ing: We summarize the case studies and conclude the
hierarchical structure and couplings in non-IID learning
as a foundation for non-IID learning;

• Challenges and prospects of non-IID information pro-
cessing and management: open issues and opportu-
nities will be discussed for incorporating non-IIDness
into information processing and management, including
database management, knowledge management, infor-
mation retrieval, recommender system, data mining and
machine learning to develop corresponding methodolo-
gies, systems and algorithms for real-world big data ap-
plications.

6 Description of Intended Audience: A
characterization of the potential target
audience

Non-IID data learning is a fundamental issue in data-driven
AI. Any audience who may be interested in data-driven dis-
covery and AI theories and systems, for instance knowledge
representation and management, machine learning, data min-
ing, image processing, computer vision, recommender sys-
tem, online network analysis, social media analysis, and text
mining, would find it very inspiring and valuable in attend-
ing this tutorial. In this tutorial, the attendant will not only
learn the basic knowledge of non-IID learning and Big Data,
but also can benefit from the detailed theories and algorithms
for solving the IID learning challenges in the above areas and
domains.

While no specific knowledge is required from the audience,
people who are familiar with the above mentioned areas will
find it more beneficial in understanding the algorithms and
case studies to be introduced in this tutorial.

7 Motivation: A description of why the
tutorial topic would be of interest

There has been increasing attention from both the AI aca-
demic and industry communities, witnessed by the develop-
ment and adoption of various autonomous systems or devices,
e.g., autonomous cars, drones and personal assistants. Data
science plays a major role in this generation of AI and ma-
chine intelligence enhancement, which involves such tech-
niques and methods as machine learning and data mining,
knowledge representation and reasoning, natural language
processing, reinforcement learning.

Learning explicit and especially implicit non-IIDness is
fundamental, yet challenging, for an in-depth understanding
of data with weak and/or unclear structures, distributions, re-
lationships, and semantics. In many cases, locally explicit but
globally implicitly (or vice versa) non-IIDness are presented
in a range of forms, structures, and layers and on diverse en-
tities. Often, individual learners cannot tell the whole story
due to their inability to identify such complex non-IIDness.
Effectively learning the widespread, various, explicit and im-
plicit non-IIDness is thus crucial for obtaining the truth and
a complete picture of the underlying data characteristics and
complexities. This is expected to be of great interest to a
wide proportion of the IJCAI audience, e.g., researchers from
the communities of machine learning, data mining, knowl-
edge representation and reasoning, computer vision, image
processing, natural language processing, document analysis,
and recommender systems.
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8.2 Short biographies of all presenters
Longbing Cao is a professor of information technology at
the University of Technology Sydney (UTS), Australia. He
holds a Ph.D. in Pattern Recognition and Intelligent Systems
in Chinese Academy of Sciences and another Ph.D. in Com-
puting Science at UTS. He has published more than 300 pub-
lications, four monographs, and four edited books in recent
15 years. He has been working on data science and analytics
research, education, development, and enterprise applications
since he was a CTO and then joined UTS. Motivated by real-
world significant and common challenges, he has been lead-
ing the team to develop theories, tools and applications for
new areas including non-IID learning, actionable knowledge
discovery, behavior informatics, and complex intelligent sys-
tems, in addition to issues generally concerned in artificial in-
telligence, knowledge discovery, machine learning, and their
enterprise applications. In data science and analytics, he ini-
tiated the Data Science and Knowledge Discovery lab at UTS
in 2007, the Advanced Analytics Institute in 2011, the de-
grees Master of Analytics (Research) and PhD in Analytics in
2011 which are recognized as the world first degrees in data
science, the IEEE Task Force on Data Science and Advanced
Analytics (DSAA) and IEEE Task Force on Behavior, Eco-
nomic and Soci-cultural Computing in 2013, the IEEE Con-
ference on Data Science and Advanced Analytics (DSAA),
the ACM SIGKDD Australia and New Zealand Chapter in
2014, and the International Journal of Data Science and Ana-
lytics with Springer in 2015. He served as program and gen-
eral chairs of conferences such as KDD2015. In enterprise
data science innovation, his team has successfully delivered
many large projects for government and business organiza-
tions in over 10 domains including finance/capital markets,
banking, health and car insurance, health, telco, recommen-
dation, online business, education, and the public sector in-
cluding ATO, DFS, DHS, DIBP and IP Australia, resulting
in billions of dollar savings and mentions in government, in-
dustry, media and OECD reports. In 2013, AAI was the only
organization specially mentioned in the Governments first big
data paper: Big Data Strategy Issues Paper. He has been de-
livered invited and keynote speeches to over 20 conferences,
guest lectures, and seminars to many universities, and tutori-
als to conferences including AAAI, IJCAI, and KDD.

Trong Dinh Thac Do is currently a Research Associate in the
Advanced Analytics Institute (AAI) at the University of Tech-
nology Sydney (UTS), where he also obtained his Ph.D. de-
gree. Before joining AAI-UTS, he received his Master of Phi-
losophy degree in Information Technology in a joint program
from the Grenoble Institute of Technology (INPG) and Joseph
Fourier University (UJF), France. His research interests in-
clude machine learning, statistical models and Bayesian non-
parametrics. He has been working in applied machine learn-
ing applications since he was a CTO and software engineer.
He has published several papers in refereed conferences and
journals, such as NIPS (new name NeurIPS), AAAI, IJCAI,
ICDM, and International Journal of Knowledge and Informa-
tion Systems (KAIS). He has served the community as pro-
gram committee member or reviewer of IJCAI 2019, IJCAI
2018, AAAI 2019, ICDM 2018, ICDM 2017, PAKDD 2019,

PAKDD 2018, and reviewer of IEEE Transactions on Knowl-
edge and Data Engineering (TKDE), IEEE Intelligent Sys-
tems, International Journal of Knowledge and Information
Systems (KAIS), and International Journal of Data Science
and Analytics (JDSA).

Chengzhang Zhu is currently a Ph.D. student in the Ad-
vanced Analytics Institute (AAI) at the University of Tech-
nology Sydney (UTS). His research interests include metric
learning, non-IID learning, and data representation, in ad-
dition to general interest in data science especially machine
learning. He has published several papers in refereed con-
ferences and journals, such as IEEE Transactions on Knowl-
edge and Data Engineering (TKDE), IJCAI, and ACM Mul-
timedia Conference on Multimedia Conference (MM). He
has served the community as program committee member of
AAAI 2019, AAAI 2018, AAAI 2017, IJCAI 2019, IJCAI
2018, IJCAI 2017, CIKM 2019, CIKM 2018, PAKDD 2019,
PAKDD 2018, PAKDD 2017, PAKDD 2016, and reviewer of
IEEE Transactions on Systems, Man and Cybernetics: Sys-
tem, Information Science, IEEE Intelligent Systems, IEEE
Access, and International Journal of Data Science and Ana-
lytics (JDSA).
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rules to actionable knowledge. In AI 2008: Advances in
Artificial Intelligence, 21st Australasian Joint Confer-
ence on Artificial Intelligence, Auckland, New Zealand,
December 1-5, 2008. Proceedings, pages 393–403,
2008.

[68] C. Zhu, L. Cao, Q. Liu, J. Yin, and V. Kumar. Het-
erogeneous metric learning of categorical data with hi-
erarchical couplings. IEEE Trans. Knowl. Data Eng.,
30(7):1254–1267, 2018.

8.4 Previous tutorials: citation to an available
example of work in the area

If it makes sense, information about previous tutorials given
by the same presenters (title, conference, year number of at-
tendees, etc.)

• Trong Dinh Thac Do and Longbing Cao. Statistical Ma-
chine Learning of Large, Sparse and Multi-source Data,
PAKDD 2019.
• Longbing Cao. Behavior analytics: methods and appli-

cations, AAAI 2019.
• Longbing Cao, Philip Yu, Guansong Pang. Behavior an-

alytics: methods and applications, KDD 2018.
• Liang Hu, Longbing Cao, Songlei Jian. Non-IID Recom-

mender Systems in Practice with Modern AI Techniques,
PAKDD 2018.
• Liang Hu, Longbing Cao, Jian Cao, Songlei Jian. When

Advanced Machine Learning Meets Intelligent Recom-
mender Systems, AAAI 2018.
• Longbing Cao, Philip Yu, Guansong Pang and

Chengzhang Zhu. Non-IID Learning, KDD 2017.
• Longbing Cao, Behavior Computing: Deep Behavior

Analytics and Active Behavior Management, PAKDD
2015.
• Longbing Cao. Learning Non-IID Big Data, CIKM

2014. The CIKM2014 tutorial addresses the same topic
as in this tutorial proposal. It was the most popular tuto-
rial at CIKM2014.
• Longbing Cao, Non-IIDness Learning in Big Data,

PAKDD 2014. The PAKDD2014 tutorial addresses the
same topic as in this tutorial proposal. It was the most
popular tutorial at PAKDD2014.
• Longbing Cao, Philip S Yu, Can Wang, Behavior Infor-

matics: Modeling, Analysis and Mining of Complex Be-
haviors, 4 Aug 2013, IJCAI 2013, Beijing, China. The
room was full.
• Longbing Cao, Philip S Yu, Can Wang, Behavior Com-

puting: Complex Behavior Modeling, Analysis and Min-
ing, WI-IAT 2012, 4 Dec 2012, Macau, China.
• Longbing Cao, Domain-Driven Data Mining: Empow-

ering Actionable Knowledge Delivery, PAKDD2009,
over 30 audiences.
• Longbing Cao, Agent-mining interaction and integra-

tion, IEEE/WIC/ACM WI-IAT2007, USA, over 50 au-
diences.



8.5 Evidence of teaching experience
Speakers are very experience presenters, with numerous lec-
tures and seminars delivered. The chief presenter Prof. Long-
bing Cao has delivered courses at both undergraduate and
postgraduate levels in Australia, China, Italy, and France, and
seminars and invited/keynote speeches at many conferences
and countries. He has successfully delivered several tutorials
at conferences including IJCAI, AAAI and KDD. Trong Dinh
Thac Do has delivered seminars and presentations at several
places and conferences, including IJCAI. He has also deliv-
ered some courses at undergraduate level in Vietnam and will
deliver a tutorial in PAKDD 2019. Chengzhang Zhu has de-
livered seminars and presentations at several places and con-
ferences, including IJCAI.

8.6 Evidence of scholarship in AI/computer
science

In recent years, the tutorial lecturers have been awarded
a series of scholarships in inventing new theories and ap-
plication in non-IID learning, for instance, the following
projects/grants awarded to Prof Cao that are relevant to this
tutorial:

• Longbing Cao and Vipin Kumar. Deep analytics of
non-occurring but important behaviours, DP190101079,
2019-2021.
• Longbing Cao, Philip S Yu, and Gerhard Weiss. Mod-

elling and discovering complex interaction relations hid-
den in group behaviours in businesses, online and social
communities, DP130102691, 2013-2015.
• Longbing Cao, Philip S Yu. Pattern Discovery of Dis-

criminating Behaviour Associated with Hidden Commu-
nities, DP1096218, 2010-2012.
• Longbing Cao, Chengqi Zhang. Discovering Activity

Patterns Driven by High Impacts in Heterogeneous and
Imbalanced Data, DP0988016, 2009-2011.
• Longbing Cao. Domain-Driven Actionable Link Dis-

covery, DP0773412, 2007-2009.
• Chengqi Zhang, Longbing Cao. Efficient Techniques for

Mining Exceptional Patterns, DP0667060, 2006-2008.
• Chengqi Zhang, Longbing Cao, Ling Chen. Mining

complex concurrency relationship patterns for dynamic
customer/asset interaction modelling through novel in-
dustrial behaviour networks, LP120100566, 2012-2014,
Partner Organization: Coates Hire Australia.
• Longbing Cao, Xingquan Zhu, Chengqi Zhang. Detect-

ing significant changes in organisation customer interac-
tions leading to non-compliance, LP100200774, 2010-
2013, Partner Organization: Australian Federal Depart-
ment of Human Services - Centrelink.
• Longbing Cao, Chengqi Zhang. Pattern Analysis and

Risk Control of E-Commerce Transactions to Secure
Online Payments, LP0989721, 2009-2011, Partner Or-
ganization: Westpac Banking Group.
• Chengqi Zhang, Longbing Cao, Dr MK Browne; Mrs

YK Morrow; Mr R Schurmann; Mr PG Newbigin; Mr F

Figueiredo; Mr Y Zhao (APDI). Data Mining of Activity
Transactions to Strengthen Debt Prevention, 2007-2009,
Partner Organization: Australian Commonwealth Gov-
ernment Agency Centrelink.
• Longbing Cao. Superannuation customer behavior anal-

ysis, AMP, 2010-2011.
• Longbing Cao. Detecting Incorrect Income Declaration,

Centrelink, 2010.
• Longbing Cao. Health Insurance Behavior Analysis and

Fraud Control, HCF and CMCRC, 4 full scholarships,
2008-2011.
• Longbing Cao (a CI in the project). Designing Out

Crime Research Centre, Attorney General’s Department
(Crime Prevention Division), NSW Government, 2008-
2010.
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